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CO60pHUK BKJIIOYaeT 71 JOKJIaZ MeXAYHapOAHON KOHepeHIUU 110 KOM-
IBIOTEPHOU IMHT'BUCTUKE U MHTEJJIEKTYaTbHBIM TeXHOJOTUAM «/luasor 2017»,
NIpe/ICTABIAIONINX IIUPOKUN CIIEKTP TEOPETUYECKUX U TIPUKJIAZHBIX UCCIE0-
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CTUYECKUX TEXHOJOTUH.
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IIpepucinoBue

16-ii BBINTyCK €XerogHuKa «KOMIIbIOTEpHAs JUHTBUCTUKA U MHTE/JIEKTYab-
HBIE TEXHOJIOTUU» COAEPIKUT M3OpaHHble MaTepuasbl 23-i MeXKAyHapOAHON KOHe-
peHnuu «/luanor». Ha oCHOBaHUYM MHEHUU HAUIUX PELEH3EHTOB AJs MyOIuKauu
B eXkerogHuKe PezicoBeToM ObLT 0TOOpaH 71 OKIaZ U3 YKcsia IPUMEPHO cTa pabor,
KOTOpBIE OBLIM PEKOMEH/IOBAHBI 110 pe3yJIbTaTaM PelleH3UPOBAHUA /I ITpeCcTaBie-
HUA Ha KoHpepeHnnu B 2017 rofgy.

Pa6boTel B COOPHUKE OTpa)kaloT BCe OCHOBHBbIE HAINPAaBJIEHUS HCCIEJOBAHUHN
B 006JIaCTU KOMITBIOTEDHOTO MOJIEJIMPOBAHMSA U aHaIN3a €CTECTBEHHOI'O S3BIKA,
npe/CTaBlIeHHbIe HA KOHGEPEHIINH:

* KOMMbIOTEPHBIE TMHIBUCTUYECKHE PECYPChI

* KOMIbIOTEPHBIN aHAMNU3 IOKYMEHTOB (KJaccupuKamus,

MOMCK, aHaJINU3 TOHAJbHOCTH U T.J.)
* KopmycHas JUHTBUCTUKA (CO3jaHUE, pa3METKa,
METOJMKU IIPUMEHEHU U OLIeHKa KOPITYCOB)

* JIMHIBUCTHUYECKHE OHTOJOTUN U aBTOMaTUYECKOe U3BJIeueHre 3HaHN I

» JIMHrBUCTUYECKUIT aHamu3 Social media

* JIMHIBUCTUYECKUH aHAIU3 Peyn

* MaIIMHHBIA IEPEBOJ TEKCTA U peYU

* Mozenu U METO/IbI CEMaHTUYECKOTI'0 aHa/In3a TeKCTa

e Mojeiu o0IeHUA

* TeopeTHyecKas U KOMITbIOTEpPHAs JIEKCUKOTpadus

* THUIONOTUA ¥ KOMIIbIOTEPHASA IMHI'BUCTHKA

» ®dopmasbHBIE MO/IETH A3bIKA U UX IIPUMEHEHUE

B KOMITBIOTEPHOU JIMHI'BUCTHUKE

B cooTBeTcTBUM € TpaauluaAMU «/luanora», crapeiiliell U KpymnHeHIneil KoOH-
bepeHINYN 0 KOMIBIOTEPHOM JUHTBUCTHKE B Poccuu, 0T60Op pabOT OCHOBBIBAETCS
Ha Mpe/CTaBIeHUHU O Ba)KHOCTU COeIMHEHMS HOBBIX METO/JIOB U TEXHOJIOTUH aHaIN3a
SI3bIKOBBIX JAHHBIX C [TOJTHOIEHHBIM TUHI'BUCTUYECKUM aHAIM30M U MOJETUPOBaHUEM.
OzHO¥ M3 BayKHEUIITUX Iestel KoHpepeHIIUY ObLIa U 0CTaeTCs MOAJePKKA CO3/IaHUA CO-
BpPEMEHHBIX KOMITBIOTEPHBIX PECYPCOB, MOZIeIEH ¥ TEXHOJIOTHH /ISl PyCCKOT'O A3BIKA.

B rozoBoM nukIe mpoBefeHus KoHGepeHIIUY B paMKax mporpammel Dialogue
Evaluation mpoBOAUTCA TECTHUPOBAHUA TEXHOJOTMHU peEIIeHUs OTAENbHBIX 3ajad
KOMIIBIOTEPHOI'O aHaIu3a A3blka. Ha KOHpepeHINU OABOAATCA UTOT'H IIPOBE/EH-
HBIX TECTOB, @ CTAThY OPTaHU3aTOPOB U HanboJIee YCIEITHBIX Y4aCTHUKOB MTPECTaB-
JIAIOTCS B HACTOsIIEM COOpHUKeE.

B aToM rozy 6b110 TPOBEEHO 1Ba TECTUPOBAHUS:

1. Tlo uaentTudukanuu BHeIIHUX 3auMcroBanui (External Plagiarism Detection)
2. Io orieHKe MeTOZ0B MOP)OJIOTHYECKOT0 aHAIN3a PYCCKOT'O A3bIKa, C aKIIEHTOM

Ha TekcTrl Social Media.

Kak 0OBIYHO, pe3y/lbTaTOM IPOBEJEHHBIX TECTUPOBAHUM CTalu HE TOJBKO
00bEeKTHUBHBIE JJaHHBIE O KauyecTBe PabOTHl Pa3JUYHBIX METOZOB U aJITOPUTMOB,
HO TaK’)Xe U OTKPBITHIE I MCIIOJIb30BAaHUA 3TAJIOHHbIE pa3MeYeHHbIe KopIyca, T. H.
30JI0ThIE CTAHAAPTHI, MMO3BOJIAIOIINE JOOBIM UCCIEI0BATENSIM IIPOBOJUTH CPABHU-
TeJIbHBIE OIeHKH 3 PEKTUBHOCTH CBOUX TEXHOJIOTHH.



Bce HampaBneHus «/[uasora» BaXKHbI, HO KaXX/bIi IoZf KAKUE-TO TEeMBI 3aHU-

MaroT 0co60e MecTo B porpamMme KoHQepeHIINHU U B COCTaBe eKerofHuKa. B atom
Oy MOXKHO Ha3BaTh [IBE TAKUX TEMBIL:

1.

[lpyMeHeHME METOJO0B IIyOGMHHOIO MALUIMHHOIO O0yUYeHHs: IPEXKIE BCETO —
HelpoceTel U TaKUX pe3yIbTaTOB UX pUMeHeHUs Kak word embeddings, kak
[JisI IPUKJTaHBIX 3a/1a4, TaK U B IMHI'BUCTUYECKUX UCCIIEJOBAHUSIX.

. B mporpammMe KoHepeHIIMU 3TOr0 roZia 0cO6eHHO 3aMeTHBI paboTHI 1O HC-

10JIb30BAHUIO ITapaJlyIeIbHBIX KOPITYCOB I IMHI'BUCTUYECKUX UCCIe/IOBaHU .
Takue kopryca yKe JaBHO M YCIIEIIHO HcHoJb3yloTca B NLP, Hanpumep, g
00y4eHU CTaTUCTUYECKUX Mo/eslell MallHHOIO IIepeBo/a, aBTOMAaTH4eCKOH
AU3aMOUTyalnuy, aBTOMaTUYeCKOT0 ITIOCTPOEHN A3bIKOBBIX Mozesnel. Ho ma-
paJljielbHbIe KOpIIyca OKa3blBalOTCA TaKKe U BaXXHBIM UHCTPYMEHTOM KOHTpa-
CTUBHBIX IMHTBUCTUYECKUX UCCIE€OBAHUN.

Crarbu B COOpPHUKE ITyOJIHKYIOTCA HAa PYCCKOM M aHIVIMMCKOM A3bIKaX. [Ipy BhI-

6ope s13bIKa MyOIUKAIUH AeHUCTBYET CIeyIOlIee MPaBuJIo:

JOKJIaZbl IO KOMIIBIOTEPHOU JIMHI'BUCTHUKE JOJIKHEBI 110ZlaBaTbCA Ha aHIVIMH-
CKOM fA3bIKe. DTO pacuIupseT UX ayZAUTOPUIO U NT03BOJIAET IPUBJIEKaTh K pelleH-
3UPOBAHUIO MeX/YHapOAHBIX 9KCIIEPTOB.

AOKJIaZibl, TOCBAIIEHHbBIE IMHI'BUCTUYECKOMY aHa/IN3y PYCCKOr'o A3bIKa, IIpeJ-
Iojiararmijye 3HaHHe 3TOr'O A3bIKa y YMTAaTeJiA, [IOJAal0oTCA Ha PYCCKOM A3bIKE

(c ob6sA3aTeIbHON aHHOTALIMEN HAa aHTJIMHCKOM).

HecMoTpa Ha TpaZMIMOHHYIO IIMPOTY TEeMaTUKM INpe/CTaBJIeHHbIX Ha KOH-

depeHIIUY U OTOOPAHHBIX B COOPHUK JOKJIAJIOB OHU HE MOTYT ZaTh MOJHOHN Kap-
THHBI HalpaBieHui «/luanora». Ee MOXXHO HONyYUTh C [IOMOLIbIO caiiTa KoHbe-
pennuu www.dialog-21.ru, Ha KOTOPOM IIpe/CTaBJIE€Hbl OOIIUPHBIE JIEKTPOHHBIE
apXUBHI «/[1aJoroB» OCIeJHUX JIET ¥ BCE Pe3YJIbTaThl IPOBEIE€HHBIX TECTHPOBAHUI
Dialogue Evaluation.

Msl obpaliaeM BHUMaHKe aBTOPOB U yuTaresell cOOpHUKA, YTO ero GymMaxk-

HBIIl BapHaHT, KOTOPBIH BEI IePXKUTE B PyKaX, ABISAETCS BTOPUYHBIM IO OTHOIIE-
HHUIO K COOPHUKY, KOTOPBIi pa3MellaeTcs Ha caiiTe KOHQepeHIIMH U UHAEKCHUPY-
eTcs1 Scopus. MbI peKOMeH/IyeM IIPY IUTUPOBAaHUH UCIOIb30BAaTh UMEHHO CETEBYIO
BEPCHIO.

IIpozpammuublil kKomumem KoHpeperyuu «/fuanoz»

Pedkonneeus cbopHuka «<Komnsromepras auHzgucmuka
U UHMeNNeKMYyaibHble MeXHOJL02ULL»


http://www.dialog-21.ru

OpraHusaTopsl

ExxeromHas koHbepeHIus «/uanor» MPOBOAUTCS IMOJ MaTpOHa)KeM Poccuii-
ckoro poHza yHAZaMEHTATbHBIX UCCIeIOBAHUN TPY OPraHU3allMOHHON TOAEPIKKeE

KommaHuu ABBYY.

YapeauTeniMu KOHGEPeHIIUH ABIAI0TCA:

* VHCTUTYT IUHIBUCTUKU PI'TY

* UHcTUTyT npobsiem nudpopmaruku PAH
* UHCTUTYT npobseM nepegauu nHpopmanuu PAH

* Kommanus ABBYY

» Odusnonoruueckuii paxkyaprer MI'Y
KoHdepeHIus npoBoauTcs mpu noazep:xkke Poccuiickoil acconuainy UCKyc-

CTBEHHOI'O MHTEJIJIEKTA.

Me:xAyHapOHBIHA IPOrPaMMHBIH KOMUTET

Borycnasckuii Viropp MuxaitnoBug
Byate Kpuctuan

T'enbbyx Anexkcangp ®PemukcoBuy
HNomaud Jleouuz JleiitboBuy
Kob6o3zeBa Mpuna MuxaiiioBHa
Kosepenko Enena bopucosHa

Kop6erT I'peBu

Kponrays MakcuM AHUCUMOBUY
Jlykamesud Hatanba BajieHTHHOBHA
MaxkxkapTtu /lnana

Menbuyk Mrope Anekcas/poBuY
Huspe Moakum

Hupenbypr Cepreii

Ocunos I'ennaguii CeMEHOBUY
Packun BukTop

Cenereii Bnagumup [TaBioBuy
XoBu dnyapa

[ITapoB Cepreii AnekcaHZpPOBUY

VHCcTUTYT pobJieM nepegayu nHopMa-
uuu PAH um. A. A. Xapkesuua, Poccusa
Yuusepcurer /I)xozedpa Oypre —
I'peHobs 1, Ppannus

HainoHa/IbHBIH ITIOJIUTEXHUYECKUU
UHCTUTYT, MeXUKO

WHCTUTYT Ipo6JieM nepegayu nHbopMa-
uuu PAH um. A. A. XapkeBuua, Poccusa

MOCKOBCKUH roCyZapCTBEHHBIN YHUBEPCHU-
TeT uM. M. B. JlomoHOCOBa, Poccusa

WHcTuTyT pobiem nndopmatuku PAH,
Poccusa

Yuusepcuret Cyppes, Beankobputanus
HIY «Briciias mkoa 3KOHOMUKU», Poccusa
HU/BL MI'Y um. M. B. JlomoHOCOBa, Poccus

KeM6pUAKCKUI YHUBEPCUTET,
Besmko6puTaHuA

MoHpeanbckuii yauBepcuret, Kanaza
Ymncanbckuit yHuBepcurTeT, llIBerusa
YuuBepcuret Mapunesnza, bantumop, CIIA
WuctutyT cuctemHoro aHanusa PAH, Poccusa
Yuusepcurert Ilepzasto, CIIA

Komnanusa ABBYY, Poccusa

YrusepcureT Kapaeru — Meinos, CIHA
YHuepcurer Jluzca, BenrukobpuraHus



OpraHu3alMOHHbIN KOMUTET

Cenereii Bragumup IlaBioBuy,
npedcedamens

Bayitun Anekceil BrazumupoBuy

Benukos Biragumup MiBaHoBru4
Bpacnasckutii [1aBen VicaakoBud

Jlo6poB Bopuc BukTopoBuy

3axapos Jleonus MuxaiioBud
HNomaud Jleouus JleiiboBua
Kob6o3eBa Mpuna MuxaitjioBHa
Koszepenko Esiena bopucosHa

Jlaybep Hatanus VcaeBHa

JIameBckasa Onbra HukosraeBHa

Tongosa CBetnaHa FOpbeBHaA

®epoposa Onsra BuktopoBHa

[IlapoB Cepreii AJleKCaHAPOBUY

Cekperapuar
AtscoBa AHacTacusi JIeOHHUOBHA,
KoOpOUHAMOop opekoMumema

Benkuna Anekcan/pa AHZpeeBHa,
cexpemaps opzkomumema

I'yceBa AHHa AlekcaHZPOBHaA,
koopounamop Dialogue Evaluation

CeBepruHa ExarepriHa AjleKCaHZpOBHA,

adMuUHUCMPAmop opeKomumema

Kommanuss ABBYY

Komnanusa Yandex

WVHCTUTYT PyCCKOTO A3BIKA
um. B. B. Bunorpazosa PAH

Ypanbckuii pesepanbHbIi
YHUBEPCUTET

HUWBIL] MI'Y um. M. B. JlomoHOCOBa

MOCKOBCKUU rocyZapCTBEHHBIN
yHuBepcureT uM. M. B. JlJomoHOCOBa

VHCTUTYT npobsieM epejadu
nndopmariuu PAH um. A. A. XapkeBruua

MOCKOBCKUH roCyZapCTBEHHBIN
yHuBepcureT uM. M. B. JlJomoHOCOBa

VHCTUTYT IpobieM nHGOPMaTUKU
PAH

Kommnauusa Yandex

VIHCTUTYT PyCCKOTO fI3bIKa
uM. B. B. Bunorpazosa PAH

HINY «BrIciias IIKoJia 9KOHOMUKH»

MoOCKOBCKUY TOCYZapCTBEHHBIN
yHusepcuteT uM. M.B. JlomoHOCOBa

Yuausepcuret Jluzca

Komnanusa ABBYY

Kommanus ABBYY

Komnanusa ABBYY

Kommanuss ABBYY



PenieH3eHTBI

ABryctuHOBa TaHA

AHTOHOBa AekcaHApa AJlleKCaH/pOBHa
Azaposa lpuna BragumupoBHa
AnzpuaHoB AHZpel IBaHOBUY
Anpecsan BanentuHa FOpreBHa

ApxaHrenbckuii Tumodeit AsekcaHZpOBUY

BaliTun Anexceli BragumupoBry
BapanoB AnaTonuit Hukonaesuu
bennkos Bragumup MiBaHoBUY

benko Brazumup

BepauueBckuit Anexkcanap CepreeBud
BorzanoB Anekceit Bragumuposuy

Borananosa-bernapan Hatanba BukTopoBHa

Borycnasckuit iropp Muxaiiiosuu
bouapos BukTop BraguciaBoBuy
BpacnaBckuii [TaBes McaakoBud
BacuibeB Butanuii 'eHHagbeBUY
lanuHckada VpuHa EBrenbeBHa
Tanuuxuit bopuc AnekcaHgpoBUY
Tenp6yx Anexcanzap PenrnKcoBUY
TeneBuy FOpuit CTaHUCIaBOBUY
I'pamenkos [1aBen BanepbreBuu
T'y6bun Makcum BagyumoBua
Jlaauanb Muxaun AleKcaHpOBUY
JlukoHoB Badecnas ['puropreBnd
Jlo6poB Bopric BUKTOPOBUY
JlobpoBosbckuit IMmutpuit OneroBuy
Jlobpymmua Huna PoslanzioBHa
3anusHAK AHHa AHZpeeBHa
3axapos BukTop [1aBnoBu4
3axapos Jleonu MuxaijoBuy
WnbBoBCKUH IMUTPUI AJleKCeeBUY
Wowmpun Bopuc JleoHnz0BUY
HowmauH Jleonus JleiiboBuy
KaruHckana AHucea IOppeBHaA
KnpimmHckuit Oayaps CTaHUCIaBOBUY
Kubpuk AHzpeit AjleKcaHIpOBUY
Kusazes Cepreii Bragnmuposuy
Kob6o3eBa Mpuna MuxaiiioBHa
Kosepenko Enena bopucosHa
Konores Muxau BayeciaBoBud
KoporaeB Hukomnaii AnekceeBUd

KorenbHukos EBrenuii BaueciaBoBud
KoroB ApTemuii AjleKcaHZAPOBUY
Kpounrays Makcum AHUCHMOBUY
JleBonTrHa VipuHa boprcoBHa
Jlo6anoB Bopuc MedoabeBud
JlonyxuH KoHCTaHTUH AJleKCaHIpOBUAY
Jlykawmesuy HaTanba BasleHTUHOBHA
JIrotukoBa ExareprHa AHATOJIbeBHA
MucropeB Anekcet BraguMmupoBua
Haxkos [Ipecnas

Hepnony»xko AHHa IOpbeBHa
[Tapgyyesa EsneHa BukTopoBHa
[Tasenbckasa AHHa 'epmaHOBHA
[TanepHo JleHnc ApOHOBUY
[Tanuenko AnekcaH/p liBaHoBUY
[TlepeBep3eBa CeTnana liropesHa
[TlerpoBa Mapusa AHZpeeBHa
[TuBoBaposa Jluaua MuxaiisoBHa
[MTunepcku Anekcanzp Yezosua
[Toznecckasa Bepa McaakoBHa
Paxunnna Exkarepruna BraguMuposHa
CkynaueBa TarpsAHa BragumupoBHa
CMmupHOB VIBaH BaneHTUHOBUY
Cernereii Bnagumup [TaBioBuY
Cirocapp Hatanusa AHaTonbeBHA
Coxkonosa Enena I'puropbeBHa
CoMUH AHTOH AJIeKCaHPOBAY
CopokuH Ajekceit AHZpeeBUY
CopoxkuH Bukrop Hukosnaesuu
CrapocTtuH AHaTosnuii CepreeBud
CrenanoBa Mapus EBrenreBHa
Tuxomupos Wiba AnekcaHApoOBUY
Tonposa Ceetrnana IOpreBHa
Typaaxos Jlenuc IOpreBud

YproicoH Enena BragumuposHa
®enoposa Onbra BuktopoBHa
XoxyoBa Mapusa BnagumupoBHa
[TumMmepauHT AHTOH BragumupoBud
[TapoB Cepreii AseKkcaHAPOBUY
[MlenxmaHoB ApTéM OsieroBuY

fnko Tarbana EBrenbeBHa
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EXTRACTING CHARACTER NETWORKS
TO EXPLORE LITERARY PLOT DYNAMICS

Skorinkin D. A. (dskorinkin@hse.ru)

Higher School of Economics, Moscow, Russia

In this paper we apply network analysis to the study of literature. At the
first stage of our investigation we automatically extract networks (graphs)
of characters for each part of Leo Tolstoy’s novel War and peace using two
different techniques for network creation. Then we evaluate these two tech-
nigues against a set of manually created gold standard networks. Finally,
we use the method that demonstrated better performance in our evaluation
to test a literary hypothesis about Tolstoy’s novel. The hypotheses we in-
tended to prove was that the parts of the novel describing war (i.e. those
where the battlefield or military units are the primary settings), have statisti-
cally lower density of interaction between characters, resulting in lower net-
work density, higher network diameters and lesser average node degrees.
By showing this correlation we mean to demonstrate the applicability of net-
work analysis to computational research of fictional narrative (e.g. detection
of tension changes in the plot).

Key words: networks, network theory, social network analysis, literary
network analysis, graph models, digital literary studies, Russian literature

1. Introduction

Over the last decades network analysis found successful applications to a great
variety of fields ranging from sociology and political science to criminology and epi-
demiology. In recent years literary scholars, whose objects of study are also convert-
ible to vertices and edges, turned their attention to graph! theory and started actively
borrowing methods from social network analysis.

It has been shown that networks of fictional characters are similar to those of real
social networks [Alberich et al., 2002] and share certain characteristics (e.g. power
law distributions) with all other complex network types [Park, Kim, 2013]. Network
theory allowed researchers to make novel observations about the composition and
plot of literary pieces [Elson et al., 2010], [Moretti, 2011] and get new “insight into the
roles of characters in the story” [Agarwal, Corvalan et al., 2012].

However, this ability to look at certain work of fiction from a different angle is not
the only advantage of such graph-based formalization. Combined with various NLP-
related techniques for automatic network extraction (some of which are implemented
in this study), network analysis also opens the doors to large-scale analysis of fiction.

1 Inthis paper we treat ‘network’ and ‘graph’ as synonymous words both meaning ‘a set of ver-
tices connected by edges’.
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Such analysis, often referred to as ‘distant reading’ [Moretti, 2013], ‘scalable reading’
[Weitin, 2017] or ‘macroanalysis’ [Jockers, 2013], has been a point of heated debates
in literary studies in recent years. The proponents of large-scale computational analy-
sis of literature claim that close reading and precise analysis of particular pre-selected
texts, traditional for literary scholars of the past, can no longer be considered suf-
ficient for scientific research, as these approaches are only applicable to very narrow
selections of works (usually the so-called canon, itself a very ill-defined and argu-
able concept). They suggest literary scholars should ‘learn how not to read’ the texts
they study [Moretti, 2013] and ‘start counting, graphing, and mapping them instead’
[Moretti, 2007]. And although there is a fair share of criticism towards this approach,
the fact remains that even a single literary movement in a single national literature
usually generates more text than a single person can read, much less analyze, in his
lifetime?.

2. Related work

There has been a number of research on extraction and exploration of fictional
networks. [Agarwal, Kotalwar et al., 2013] extract social events, i.e. interactions
between characters or perceptions of one character by another, form Carrol’s Alice
in Wonderland; [Ardanuy, Sporleder, 2015] use networks to perform genre classifica-
tion of XIX century novels; [Lee, Yeung, 2012] investigate the structure of the Old Tes-
tament linking people to places thus creating spatio-personal networks; [Elson et al.,
2010] explore 60 British XIX century novels through conversational networks gener-
ated from dialogues of the characters. That latter work, presented at the ACL 2010
conference, deserves a separate mention. Unlike many others, [Elson et al., 2010]
do not limit themselves to network extraction and evaluation against some gold stan-
dard; their main goal is to use structural properties of networks to disprove an influ-
ential literary theory(hypothesis). The hypothesis claimed that ‘rural’ novels reflected
typical social structure of a village with its close-knit community of people familiar
to each other, whereas ‘urban’ novels demonstrated more complex social networks
with several communities, lesser overall density and a plethora of ‘weak ties’; and that
therefore the importance and amount of dialogue decreased as novels shifted from
rural to urban settings after the industrial revolution. However, [Elson et al., 2010]
did not find this to be the case.

In our investigation we also try to employ network parameters and network sta-
tistics as a means of testing a literary hypothesis. An additional motivation for our
study was lack of literary network research made on Russian material, the only no-
table exception being [Bocharov, Bodrova, 2014]. That latter work, however, does not
go beyond basic network extraction and evaluation, and its authors made no attempt
to prove any literary theory or hypothesis.

2 For instance, it is estimated that Victorian novels alone make up a corpus of about 60,000
texts [Moretti, 2013]
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3. Hypothesis and relevant network metrics

Much like [Elson et al., 2010], we chose to study the relation between the set-
tings in which the plot unfolds and the structural properties of the character network.
However, in our case the main opposition was not ‘urban’ vs ‘rural’, but ‘war’ vs ‘peace’.
This antithesis not only gave the novel its ever-famous title?, it is certainly among the
pillars of the whole work. One of the most acclaimed Tolstoy scholars Boris Eikhen-
baum spoke of War and peace as a novel where “The Iliad” (i.e. war) must “follow the
Odissey” (i.e. peace) [Eikhenbaum, 2009 (1931), p. 497]; notable American slavist
Gary Saul Morson calls this the “central opposition” of the book and claims that “the
salon and the battlefield represent the extremes of order and chaos — of ‘peace’ and
‘war’ — in War and peace” [Morson, 1987, p. 97]. Note that Morson uses spatial set-
tings — salon and battlefield — as metonymic labels for the complex concepts of ‘war’
and ‘peace’; this indicates that spatial dynamics of narrative is the primary marker for
switches between these two ‘extremes’. And indeed, chapters (rs1aBsl) and even entire
parts (uactn) of Tolstoy’s War and peace can be fairly easily subdivided into ‘peaceful’
and ‘wartime’ ones by simply looking at the space in which the plot unfolds.

This contrast between war and peace can be observed on many levels, among
which the level (and intensity) of character interactions. It were changes at this level
that we hoped to detect with network analysis. We had two reasons to believe that
such interactions should be visibly influenced by settings:

1. Research on dramatic texts shows that tragedies tend to have lower density
of networks [Trilcke et al., 2015b], and a possible explanation for this is that
tragic events need less verbal interaction and verbal space than, for instance,
comic scenes; this could also be the case for ‘war’ and ‘peace’ split;

2. Tolstoy’s ‘war narrative’ is very individualistic [Morson, 1987, p. 99], it is
largely focused on the inner state of a single person on the battlefield (e.g.
Andrey in the Austerlitz battle; Nikolay during the Battle of Schéngrabern
and the affair at Ostrévna, Pierre in Borodino).

Therefore our hypothesis was that there should be a strong correlation between
the type of settings and certain standard network metrics which reflect the intensity
of interactions. The metrics we propose are:

1. network density, which is the ratio of the number of edges in a graph to the
maximum possible number of edges in that graph (i.e. if each node was con-
nected to every other node).

2. network diameter, which is the length of the longest path between one node
and another in that network, measured as the number of edges. Can only
be calculated if there is one single component in the graph.

3. average degree of a node (weighted and unweighted), which is also among
the metrics [Elson et al., 2010] use as it shows how many connections a node
(i.e. a single character) has on average in this network.

For further information on metrics we suggest fundamental work by [Wasserman,

1994].

3 Supposedly influenced by Proudhon’s La Guerre et la Paix, see [Eikhenbaum, 2009 (1931),
pp. 498-513]
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4. Networks Extraction

In literary networks nodes usually represent characters*, while edges (and their
weights) define some sort of connection or interaction between them. To build a net-
work, one must first formalize this connection somehow. Below we list some of the
most common formalizations:

1. Character co-occurrence at certain length. We assume there is an edge be-
tween two character nodes if they appear together within the same sentence
or paragraph or chapter or simply a text window of a given length. This is the
most primitive and abstract formalization, which is nevertheless widely
used due to its simplicity. The number of cooccurrences usually becomes the
weight of an edge between the characters.

2. Kinship, friendship or any other relations. Explicit mentions of relations in the
text are usually quite sparse, and often it makes more sense to build such net-
works manually. The biggest drawback is that there are usually no weights
on the edges, as the relations are mostly binary (relative or not, parent or not,
spouse or not). Relation networks usually turn out relatively small and fine-
grained, thus limiting the applicability of network measurements.

3. Conversational networks. The two characters are linked each time they en-
gage in a conversation with each other, and the number or length of such
conversations becomes the weight of an edge. A more sophisticated subtype
of this formalization extends beyond dialogue and accounts for other sorts
of social events and interactions as well (one character seeing another, char-
acters engaging in a conflict etc.).

In our work we did not attempt to extract a complex conversational (or social
events) network automatically, as this task requires very complicated processing of di-
alogues and identifying speakers and addressees, who are usually implicit rather than
explicit in fiction (for example, [Hee et al., 2013] report that only about 25% of all
speech utterances in Jane Austen feature an explicitly named speaker, while 15%
have anaphoric reference to the speaker and the remaining 60% are just direct speech
with no speaker mentioned at all). In addition to that, in Russian fiction speech in-
stances are often formally indistinguishable from narrative text, as there are no quo-
tations which could serve as formal boundaries. Given all that, we decided to markup
interactions between characters in several dozen chapters of Tolstoy’s novel by hand
(we only marked obvious interactions), and then used these handcrafted conversa-
tional networks to evaluate character graphs that we extracted automatically using
much more simplistic formalizations of interaction.

Our first set of automatically extracted networks was built on simple co-occur-
rence of characters in the same sentence. For the second set of networks we tried
our own approach based on syntactic structures. The two characters were linked
by an edge if they were both syntactic arguments under the same predicate or ap-
peared as two conjuncts (we’ll further refer to them as ‘syntactic siblings’). It was

4 Though sometimes locations are also added as separate nodes, see for example [Lee, Yeung,
2012]
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our hope that this way we can filter out many ‘trashy’ connections inevitably made
by plain co-occurrence, while still capturing many actual interactions and connec-
tions between characters, such as those expressed in examples below:

1) O6exano uenosek dsaduams, 8 mom uucie Jfonoxoe u JleHucos.

2) oH [Hukonaiil] esizean Hamauty u cnpocu.i, 4mo makoe

3) Il faut que vous sachiez que c’est une femme, — cxasan AHOpeii ITvepy.

4) O9mo 6vinu Hamawa c Coweil u Ilemeil, komopble Npuliu HABeOAMbCA,
He cma.Jt Jiu.

5) —Tonybuuk, [leHucos! — 83euseHnyna Hamauwa, He nomHugwas cebss om 8oc-
mopea, no0cKOUUNA K HeMy, 0OHANA U NOUeI08A1a €z20.

For our experiments we created individual networks for each of the 361 chapter
of the novel, as well as bigger and denser aggregated networks for the entire parts
(a part in War and peace may contain from 12 to 39 chapters). Here is the example
of the co-occurrence network for the second part of the first volume of the novel (node
sizes proportional to their weighted degrees):

General_Mack

Weyrother
Fedor_DoIom?v .
Utuzov
. Murat
Zherkov Prince_Kozlovsky
Prince {Bagration
Nesvitsky Andrey_Bolkonsky
NatashaesRosto [ Alexander_|
ostov EmperorsFrancis_|
Sonya_Rostoygj CaptainyTushin Napoleon

Hippolyte_Kuragin

Figure 1. Co-occurrence network for the second
part of the first volume of War and peace

Of course, before one can extract any kind of a network, character mentions
themselves need to be identified throughout the text. This is a challenging task on its
own, as it requires named entity recognition (NER), pronominal anaphora resolution
and sophisticated nominal coreference resolution (CR). For this task we used a custom
extraction model within ABBYY InfoExtractor framework [Stepanova et al., 2016].
This particular model was designed specifically for the task and had a list of War and
peace character names and aliases. It is important to note that providing the extraction
tool with character aliases is also a common practice in digital literary studies of this
sort (see, for example, [He et al., 2013]), because so far, no universal NER or CR so-
lution or tool is capable of extracting and linking characters from a random novel
with tolerable quality without prior adjustment. This, of course, raises the question
of scalability, especially since earlier we claimed that network analysis can be part
of a large-scale ‘distant reading’ approach. We made an attempt to address this issue
in the Conclusion and discussion section of this paper.
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5. Networks evaluation

5.1. Qualitative evaluation

Before we attempted any quantitative evaluation of the networks, we chose to vi-
sualize a number of them to see if they at least ‘make sense’ at the first sight to some-
one familiar with War and peace. Figures 2 and 3 demonstrate two automatically ex-
tracted networks for the entire first part (first 25 chapters) of the first volume of the
novel. Here the size of a node is proportional to the weighted degree of that node, and
the thickness of an edge reflects its weight, i.e. frequency of co-occurrences in the
same sentence or under the same predicate respectively.

ader_|

a
-Bez ukhoélexj

“Heleneluragin
uragin

AIphonse_l(arIovicH_Berg

Shinshin Petya_sRostov

Figure 2. Co-occurrence network, first part of the first volume of War and peace
Marya_Lvovha K98, ukhov

Marya_Dmitriyevna_Akhrosimova Fedor_Bolokhov Mariya_Belkonskaya
Kutuzov ) Andr m

llya_Rostov AnatolegiKuragin “Wlkonsky
. Anna_l Lise_Bollonskaya
Countess_Natglya_Ro
o ountess_| ’;ya_ /§ herer
Shinshin Bofis | N Hippolytes Kuragin
" Vasili_#§uragin
; Napeleon
AIphonse_KQ/rg_\QEEOEsit%r\ga Natas : ostova
Petya «Rostov

i R e
Julie_laragina

Figure 3. 'Syntactic siblings’ network, first part of the first volume of War and peace
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To a naked eye, both networks look quite similar and seem a pretty adequate reflection
of the character system in the first part of the novel. One can easily see that it is centered
around Pierre, who appears first at the Anna Sherer’s soiree, and then becomes the center
of intrigues of Vasili Kuragin and Anna Drubetskaya fighting over the legacy of Pierre’s fa-
ther, count Kirill Bezukhov (and after Vasili Kuragin loses this battle, he strikes back by ca-
joling Pierre into marrying his daughter Helene). The Rostov family is perfectly visible and,
along with their Moscow nobility circle is visibly detached from the St.-Petersburg beau
monde which makes up Sherer’s soirees. The coloring of the pictures actually reflects auto-
matic modularity clustering made with help of Louvain algorithm [Blondel et al., 2010], and
the meaningfulness of the clusters (produced without any adjustments of the default resolu-
tion parameters) could also be a sign that the networks reflect certain information about
the system of the characters. On Figure 2 one can see four automatically identified clusters:

1. the orange one is mostly St.-Petersburg beau monde, which at this point in-
corporates Pierre, once he turns from a bastard to the new count Bezukhov;

2. thepurple oneis mainly children and adolescents, the younger generation of Ros-
tov family and Boris (who is, of course, a part of the “Rostov world” at this point
in the plot, although already visibly leaning towards the beau monde cluster)

3. the turquoise one is the Bolkonsky family, and also Hyppolyte due to his re-
peated attempts to flirt with Lise. Doing modularity clustering with higher
resolution (lesser number of clusters) would connect Andrey, Lise and Hyp-
polyte to the beau monde as well (see Fig.4), while leaving Nikolay Bolkonsky
and Mariya Bolkonskaya in their own Bald Hills (JIeicsie ropsr) cluster.

4. the green one is the older generation of the Rostov family and their Moscow
acquaintances. If we go for lesser clusters (Fig. 4), this one merges with the
younger Rostov group.

Ku L Karag
teaya_ vovna, | ﬁ'ra |akh

lvexa der_|

HeleneKuragin
uragin

Andrey
Napoleon

Shinshin Patva Rnstnv

Figure 4. Co-occurrence network, first part of
the first volume of War and peace
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Unlike the “peaceful” first part of the first volume, its second part mainly takes
place in the military settings, as the reader follows the experiences of Andrey Bol-
konsky at the army headquarters and of Nikolay Rostov in Denisov’s squadron. The
networks here (Fig. 5, Fig. 6) are visibly different from Fig. 1-2, not only in their sets
of characters, but also in size, density and structure:

General_Mack Weyrother
Fedor_DoIothv .
utuzov
. Murat
Zherkov Prince_Kozlovsky
Prince {Bagration

Neswtsky Andrey_Bolkonsky

' _ Alexander_|
ostov EmperorsFrancis_|

Sonya_Rostoyg ‘Captain-Tushin Napoleon
Hippolyte_Kuragin

NatashaeRosto

Figure 5. Co-occurrence network, second part
of the first volume of War and peace

Fedor_lvan%p%ﬁ}:gv

Mikhail_llarionevich_Kutuzov

Prince_Bagration /““General_Mack
Zhetkov /
NatashaRostova AndreyBolkensisfince Kozlovsky
Prince _.svitsky v

Staﬁ—capt?)gsi.ll}ls_%@_Denisov Hioponte Kuraal

i ippolyte._Kuragin
Nikol stov Emperor_Frant:isp_pl_oyft_Kustriag
Telganin

Figure 6. 'Syntactic siblings’ network, second part
of the first volume of War and peace

In section 4 of this paper we will try and measure these differences and find out
if it occurs on a regular basis between ‘wartime’ and ‘peaceful’ parts of the novel.

The third part of the first volume is essentially a mixture of ‘war’ and ‘peace’
settings (see table 2 in the next section). Pierre spends time with the Kuragin family
in St. Petersburg and eventually gets maneuvered into a marriage with Helene, prince
Vasily and Anatole pay an unsuccessful visit to Bolkonsky family in the Bald Hills,
while Andrey and Nikolay take part in the War of the Third Coalition and both fight
in the Austerlitz battle. This heterogeneity and easily distinguishable spatial clusters
of part 3 are clearly visible once we plot the graph (again, without any manual adjust-
ments) — see Fig. 7, Fig. 8.
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Prince_Nikolay_Bolkonsky
Princess_Elisabeta__Li Karlovna_Bolkonskaya
Princess_Mariga_Bolkonskaya
AnatolegKuragin

Anna_Pavioyna_Scherer

HelengKuragin
Pierre_Bg&zukhov
Vasili g§urag

AndreyBé)Ikonsky
Lieutenant_Alphonse_Karlovich_Berg
%OI'IS rubetskoy
Mikhail IIanoflovlch Kutuzov
leolal Rnstov
 Tsar. Alexander 1 of_Russia
Vasily__Vasska__Denisov -7
Prince_Dwlgorukov
Emperor_Franeis_|_of_Austria
NapoleongBonaparte

Sonya_gRostova
Vera &ystova

Petya gRostov
ya s Natash@ostova
Count Rostov

Princess_Anna_Mnkl’yloer Drubetskaya
Prince_Bagration

Figure 7. '‘Syntactic siblings’ network, third part
of the first volume of War and peace

Princess_Anna_Mikl

Fedor_Ivanovich_Dolokhov

/Al
Baris_Diubetskoy
Lyeutenant Al hs(@e Karlowch \_Berg
Pnnceﬁllblgorukov

isd) Karlovna_Bolkonskaya
skaya

Count_Kirith Bezukhov

Anna_Pavla) /a_Scherer

Weyrother
veo Hippolytey Kuragin

Figure 8. Co-occurrence network, third part of
the first volume of War and peace

5.2. Quantitative evaluation

We cannot claim that our automatically extracted networks are ‘meaningful’ and
accurately reflect the interactions of characters just because they look like it at the first
sight. Therefore we also evaluate them against manually constructed interaction net-
works for several dozen chapters of War and peace (handcrafted networks available
at https://github.com/DanilSko/tolstoy/tree/master/Networks/WaP_interactions).
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Using Pearson correlation coefficient, we checked which network has more correla-
tion in structural properties to the manually created one across all the chapters. As the
results in Table 1 suggest, our ’Syntactic siblings’ network outperforms the standard
co-occurrence one (the latter in fact has negative correlation in some cases).

Table 1. Correlation of network parameters

Correlation with Correlation with ‘syntactic
Parameter co-occurrence network siblings’ network
Density -0.126 0.840
Diameter —0.456 0.219
Average degree 0.748 0.923

6. War or peace: testing the hypothesis

As the results of our evaluation suggest, the ‘syntactic siblings’ network is a much
closer approximation of character interaction in a novel than the standard co-occur-
rence network. Now that we have chosen the method of network extraction, we can
finally use it to test our hypothesis. As mentioned above, the idea was to look for cor-
relations between certain parameters of the network and see if they correlate to the
kind of settings (army/battlefield or peaceful environments, such as family or high
society). We manually classified all 15 parts (excluding the epilogue, which is largely
a philosophical essay) of the novel into ‘war’ (0), ‘peace’ (1) and ‘a mixture of both’
(0.5). The results of this classification are shown in the Table 2:

Table 2. Manual classification of ‘wartime’ and
‘peaceful’ parts of Tolstoy’s War and peace

Volume| 1 | 1 [ 1| 2|2 |2 |22 |33 |3|4]|4]| 4
Part (1|2 |3 |12 |3 (4|5|1|2|3/[1]|2]|3]|4
Peace/
War

N

1,0/05{1|111|1|1(0|0}|0(|05[0]|O0]|O

Table 3 shows the parameters of the ‘syntactic siblings’ network for each part.

Table 3. Parameters of the ‘syntactic siblings’ network for each part of the novel

Volume | 1 [ 1| 1] 2 22212 3[3[3]a]a]]al]a
Part 1 [ 23] 1 23] 45 [1]2]s3]1]2]3]a4
Peace/ 1 |0 05| 1 1|1 1 1 |lo|lo]lolos|ol]o]o
War

Density | 0.15 |0.16]0.11 | 0.31 [0.25[0.24 | 036 | 021 [017]0.13] 013013 [0.14] 018018
fi“zgzge 3.85 238264 | 4.00 | 2.55|2.67| 2.50 | 3.29 |2.00 | 257 | 2.32{2.00 | 1.50 | 1.60 | 1.60
Average

weighted | 11.41 | 5.63 | 7.44 | 12.86 | 7.82 | 6.50 | 13.00 | 10.35 | 5.38 | 4.76 | 4.42 | 3.88 | 1.67 | 9.40 | 5.00
degree
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Now we can calculate correlations between the parameters of the ‘syntactic sib-
lings’ networks extracted from for each part of the novel and the corresponding ‘war
or peace’ value. Table 3 shows the resulting Pearson correlation coefficients.

Table 4. Pearson correlation coefficients between “syntactic
siblings” network parameters (first column) and numeric ‘war
or peace’ value we assigned to each part. Positive coefficient
means the parameter is statistically higher in ‘peaceful’ parts

Parameter Correlation with ‘war or peace’ value

Density 0.650
Diameter —0.533
Average degree 0.730
Average weighted degree 0.714

Aswe can see from Table 4, all parameters have statistically significant correlation
with our ‘war or peace’ target value. Density of the network and its average weighted
and unweighted degrees have strong positive correlation with ‘peace’, quite as our hy-
pothesis predicted. Diameter has a moderate negative correlation with the value, which
means that networks with bigger diameter are more likely to be in ‘war’-labeled parts.

7. Beyond ‘War/peace’ antithesis: more
prospects for network-based research

The networks we present in this paper were originally created to calculate certain
metrics and try to get a quantitative ground for a specific hypothesis. However, they can
be used as a novel data-driven model for other research concerning individual charac-
ters and their relations to each other in War and peace. Some prospects for such research
are already foreseeable from the data and visualizations we already have. They are:

 Shifts of the point of view (POV) from one character to another. This is an espe-
ciallyimportant dimension in research on War and peace, as its Tolstoy’s trademark
technique to show the unfolding events through the eyes and minds of different,
constantly shifting characters [Uspensky, 1983], [Bocharov, 1971]. Nodes in the
graphs have different sorts of degree and centrality measures which can be used
to study he POV changes. Even if we compare our sample graphs for the three
parts of the first volume of the (figures 2—8, node sizes proportional to weighted
degree), we can see that the central position — and supposedly reader’s main
viewpoint — is taken first by Pierre, then by Andrey and finally by earlier unim-
portant Nikolay. Unweighted degree and betweenness centrality of nodes show
similar results. Such degree and centrality changes align well with the fact that

War and peace, when read for the first time by the contemporaries, was often ini-

tially perceived as “a novel without main heroes” [Morson, 1987, p.57]. In our

networks Natasha becomes central no earlier than the second volume.
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¢ Character groupings. Family unions (the Rostovs, the Bolkonskys, the Kuragins)
with all the relations, contrasts and conflicts between them play an extremely
important role in War and peace [Bocharov, 1971]°. Relevant to this is the spa-
tial opposition of Moscow vs St. Petersburg circles in ‘peaceful’ parts and army
vs high command in ‘war’ parts. Without any manual adjustments, our graphs
obviously cluster into these groupings (see figures 2—8 again).

8. Conclusion and discussion

We tested two rather simplistic methods for relatively ‘low-cost’ automatic network
extraction from fictional texts and found that the approach based on syntactic struc-
tures yields results much closer to manually annotated character interaction networks.

We then used this approach to extract networks from each part of Tolstoy’s War and
peace and test our literary hypothesis. The hypothesis was that ‘wartime’ parts contain
less intensive interaction, which can be approximated by lesser graph densities and aver-
age node degrees, as well as bigger diameters. Although all our measurements support
the hypothesis, we suggest further, more substantial research before any firm arguments
can be made in relation to the composition of the book and authorial techniques behind it.

Apart from this attempt to quantify the differences between ‘war’ and ‘peace’
in Tolstoy’s novel, our research has revealed other potential applications of network
analysis. Namely, we showed that the networks we created could provide insight
on POV changes in the narrative and on character groupings and relations.

Another thing that calls for further investigation is the scalability of the ap-
proach. One may point out that if a quantitative method is being applied to just one
text, however big it is, such method cannot yet be considered successful. But while
we admit certain amount of manual work®, there are two arguments for the general
applicability of the approach:

1. There are no fundamental barriers for automating the whole procedure via
building and adjusting NER and coreference resolution tools. The fact that
state-of-the-art NER/IE/CR applications do not allow seamless transition
to XIX century fiction does not imply these texts cannot be handled on a large
scale in the nearest future.

2. As more and more semantically and structurally marked digital editions
emerge, digital literary scholars eventually become spared from the neces-
sity to process texts with sophisticated NLP machinery. One example is the
TEI-encoded corpus of German dramatic texts used by [Trilcke et al., 2015a]
for their large-scale (500 texts) network analysis. The XML markup with all
the speakers tagged and identified allows easy and reproducible network
creation on the go. Currently similar efforts are being made to prepare a TEI
edition of Leo Tolstoy’s complete works [Skorinkin, 2017].

5 “In War and peace family unions, the ‘breed’ of the character matter a lot. In fact, the Bolkonskys

and the Rostovs are more than families — they are separate modes of life” [Bocharov, 1971]

¢ Mainly the adjustment of character list initially obtained from Wikipedia
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